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Abstract
One of the primary limitations on the achievable accel-

erating gradient in normal-conducting accelerator cavities
is the occurrence of vacuum arcs, also known as RF break-
downs. A recent study on experimental data from the CLIC
XBOX2 test stand at CERN proposes the use of supervised
machine learning methods for predicting RF breakdowns.
As RF breakdowns occur relatively infrequently during op-
eration, the majority of the data was instead comprised of
non-breakdown pulses. This phenomenon is known in the
field of machine learning as class imbalance and is prob-
lematic for the training of the models. This paper proposes
the use of data augmentation methods to generate synthetic
data to counteract this problem. Different data augmentation
methods like random transformations and pattern mixing
are applied to the experimental data from the XBOX2 test
stand, and their efficiency is compared.

INTRODUCTION
The RF cavities of the Compact LInear Collider (CLIC)

are designed to operate at a gradient of ∼100 MV/m [1].
One of the primary limitations on the achievable gradient
in normal conducting RF cavities is the occurrence of RF
breakdowns, which can degrade a passing beam and poten-
tially result in damage to the cavity surface [2–4]. In order
to minimize the impact of breakdowns during the cavity
commissioning and operation, CERN’s CLIC test stands [5]
employ an automatic conditioning algorithm [6, 7]. The al-
gorithm monitors how frequently breakdowns occur during
operation and dynamically adjusts the gradient based on a
preset breakdown-rate threshold [8]. In this approach, the
handling of breakdowns is therefore purely reactive, thus
breakdowns cannot be prevented beforehand.

In a recent study, a deep learning approach was proposed
with the goal of (1) performing data-driven breakdown in-
vestigation and (2) studying the possibility of adopting a
predictive conditioning algorithm. The study was based on
historical data of the CERN XBOX2 test stand, consisting
of 124 505 healthy RF pulses and 479 breakdown events [9].

Previously, it has been noted that breakdowns occur pre-
dominantly in groups as opposed to isolated, single events.
This observation has led to the classification of breakdown
events as either primary breakdowns, which are purely
stochastic, and followup breakdowns, which are thought
to be a consequence of the previous breakdown [10]. Using
the XBOX2 data, neural networks were able to predict the
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occurrence of followup breakdowns. However, the predic-
tion accuracy varied depending on different data used for the
prediction, e.g. for different adopted parameters for cavity
powering. This variation indicates that the models were not
able to generalize well to unseen data [11]. Specifically, the
bad generalization is due to the low number of breakdown
events compared to the number of healthy events, i.e. the
so-called high class imbalance. We therefore investigated
the use of time series data augmentation methods for im-
proving the generalization capabilities of CLIC breakdown
prediction. The basic principle of these methods involves
generating synthetic patterns that resemble real data to better
represent the underlying distribution of the underrepresented
class in the data set. This is an established practice for image
recognition tasks [11–13] and is also used for speech and
audio [14, 15].

The paper is structured as follows: first, a summary of the
prior work is given, including a description of the data and
model used in our study. Next, an overview of the augmen-
tation methods used in this paper is presented. Finally, the
conducted experiments are described, and their results are
discussed.

PRIOR WORK
This section summarizes the prior work which this work

builds upon, including a description of the data set used in
the study, and a description of the RF breakdown prediction
models used.

XBOX2 Data Set
The XBOX2 test stand is one of three experiments used

to test the prototype 12GHz RF components for the CLIC
project at CERN. Fundamentally, the test stand is composed
of a 50 MW klystron, pulse compressor, and high-power RF
load. A more detailed description of the setup is available
elsewhere [7, 9].

In 2018 this test stand produced 90 GB of data during an
operational period of six months, consisting of so-called
trend and event data [9]. The trend data contains 30 different
scalar values such as temperatures and pressures measured at
different locations in the test-stand. The event data consists
of time-series measurements of the RF signals at different
locations in the waveguide network and the current detected
by two Faraday cups. A summary of the data is given in
Fig. 1. Here, two features of the forward travelling wave
signal F2 (see fig. 2), namely the maximum (blue) and the
pulse width (green), are shown with respect to the RF cavity
pulses. Additionally, the cumulative breakdown count (red)
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Figure 1: Overview of the conditioning period, of all data
analyzed [9]. It shows the maximum of the power amplitude
of the forward travelling wave signal F2 (blue), its pulse
width (green), and the cumulative breakdown count (red).

is plotted. The yellow area represents the periods with con-
stant operational settings used for further analysis, leading
to a total of 479 breakdowns and 124 505 healthy RF pulses,
as not every pulse is stored. Given the previously observed
probabilistic behavior of breakdowns, the data is further
divided into 229 primary and 250 followup breakdowns.
Primary breakdowns were defined as not having occurred
within 3000 pulses of the previous breakdown, correspond-
ing to one minute of operation in the test stand, which has a
pulse repetition rate of 50 Hz.

Modelling of RF Breakdowns
In [9], a number of neural network architectures were

investigated to predict breakdowns using trend data and event
data. These two experiments were further split into the
prediction of primary breakdowns and followup breakdowns.
Formally, the prediction of breakdowns is defined as finding
a model 𝑓 (·) that uses the observed data x𝑖 to predict the
label (healthy or breakdown) of the next time stamp 𝑦𝑖+1,
where 𝑖 is the current time step.

The model performance is measured using the Area under
the Receiver operating characteristics curve (AR) [16]. This
score is defined as the probability that a model will classify
a randomly selected breakdown event as more likely to be
a breakdown than a randomly selected healthy event. An
AR score of 100% means that the model is able to perfectly
predict the class labels, and a score of 0% corresponds to a
classifier which predicts all labels wrong.

Primary breakdowns proved to be difficult to predict with
available event data, whereas it was possible to predict fol-
lowup breakdowns with an AR score of up to 89.7% ± 8.1%.
We aim at further improving the Fully Convolutional Net-
work (FCN), achieving this result, with data augmentation.

DATA AUGMENTATION
The XBOX2 data consist of a number of time series, there-

fore we focus on time series augmentation methods, which
can generally be divided into four categories: random trans-
formations, pattern mixing, generative models and decompo-
sition models [11]. In this study, we only consider random
transformation methods and pattern mixing. We do not

consider generative models due to the computational cost
and their high number of parameters. Furthermore, due to
the non-periodic nature of the XBOX2 data, decomposition
models are deemed inapplicable. Illustrations of all applied
methods are seen in Figure 2.

Random Transformation
Random transformation methods apply different types of

transformations to the data, in order to generate new syn-
thetic samples. Random transformation methods assume that
the transformations are representative of the data character-
istics [11], i.e. they can be introduced without changing the
fundamental nature of the signals. Typically, augmentation
methods alter the values, the time steps or the frequencies
in a signal, i.e. transformations take place in the magnitude,
time, or frequency domain. In the case of the XBOX2 data,
frequency transformations are not applicable, as the data is
not periodic.

A simple random transformation method in the magnitude
domain is noise addition, also known as jittering. Here,
a noise vector 𝜶 is sampled from a zero mean Gaussian
∼ N(0, 𝜎2), which is then added to a data sample x to
generate a synthetic sample x′ such that x′ = x + 𝜶. Adding
noise has been shown to improve generalization of neural
networks [17].

Another similar strategy, known as magnitude scaling
[18], scales the data sample by a Gaussian scaling vector
𝜷 ∼ N(1, 𝜎2), such that x′ = x · 𝜷. A more advanced
version of this approach is known as magnitude warping
[18]. Here the scaling vector is based on interpolation from
a cubic spline 𝑆 with 𝑘 knots, with the knots being drawn
from a Gaussian ∼ N(1, 𝜎2).

Random transformation methods that act in the time do-
main include warping and slicing methods. Window slicing
generates new samples by only selecting a certain percent-
age 𝑊 of the available samples, and interpolating back to
the original number of samples. Warping in time involves
perturbing the individual data point of a sample in time.
Given a warping function 𝜏, defined by a cubic spline 𝑆 with
𝑘 knots drawn from a Gaussian distribution ∼ N(1, 𝜎2),
a new sample is found as x′ = 𝑥𝜏 (1) , . . . , 𝑥𝜏 (𝑡 ) , . . . , 𝑥𝜏 (𝑇 ) ,
with 𝑇 being the sample length.

Pattern Mixing
Pattern mixing techniques seek to generate synthetic sam-

ples by mixing features of multiple data samples. In its
simplest form, pattern mixing takes the mean between two
or more signals of the same class. However, this method
might remove distinguishing features from the signal, due
to smoothening from the mean operator.

A popular method for pattern mixing is known as Syn-
thetic Minority Oversampling Technique (SMOTE) [19].
The SMOTE method takes a sample of the minority class x
and randomly selects a 𝑘-nearest neighbor xNN. The abso-
lute difference between them is then found and scaled by a
random scalar _ ∼ U(0, 1), and the new sample is found as
x′ = x + _ |x − xNN |.
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Figure 2: Illustration of augmentation techniques applied to
a forward travelling wave signal F2 from the XBOX2 data
set.

EXPERIMENTS

To test whether data augmentation is beneficial for the
prediction of RF breakdowns, a series of simulation experi-
ments have been carried out. For each of the selected data
augmentation methods, we train the FCN model following
the approach of [9]. Each augmentation method includes
a number of hyperparameters, which we choose based on
recommended values from literature [11].

In all our data augmentation methods, we oversample
the minority class and take only 2.5% of healthy events,
i.e. 3113 events, similarly to prior work [9]. Considering
the whole data set, we augment 3113 healthy and all 250
followup breakdowns, to acquire 3113 healthy and 3113
followup breakdowns. Data augmentation aims to remove
the class imbalance, making class weighting used in previous
work [9], not always necessary. The best results of each
method are summarized in Table 1. Methods with class
weighting are marked with (*).

To fairly assess the model performance with data augmen-
tation, a train on synthetic test on real paradigm is used.
This means that the models are trained on a training set con-
taining synthetic data, however, the validation and test set
is kept untouched. In this manner, the performance using
data augmentation can directly be compared to the baseline
model trained without data augmentation.

The periods of stable operation are used for 𝑘-fold cross-
validation. This means that one group is set aside as a vali-
dation set, using the rest for training. Each stable operation
is used as a validation set once. The mean AR score is then
reported as AR` with standard deviation AR𝜎 . After fine-
tuning manual model parameters, the model is finally trained

Table 1: Best AR Scores for Various Implemented Augmen-
tation Methods

Augmentation AR` [%] AR𝜎 [%] ARt [%]

None∗ 89.7 8.1 91.1
Jitter 90.0 2.9 84.2
Magnitude Scaling 89.4 5.1 87.6
Magnitude Warp 90.4 4.9 86.0
Time Warp 90.8 4.6 84.6
Window Slicing∗ 89.4 5.0 90.4
SMOTE∗ 91.0 5.2 89.8

on both training and validation set, and tested on an unseen
stable operation period with a performance ARt.

RESULTS & DISCUSSION
In Table 1, we present the results obtained from apply-

ing data augmentation methods to the XBOX2 data when
predicting followup breakdowns. When comparing the re-
sults using no data augmentation to the results with data
augmentation, a slight increase in the mean AR score on
the validation set is seen for jittering, magnitude warping,
time warping and SMOTE. Magnitude scaling and window
slicing instead show a slight decrease. The SMOTE method
achieves the largest improvement over no data augmenta-
tion and yields an improvement of 1.3%, when keeping the
class weighting from the previous study. The best result
achieved with no class weighting was for time warping, with
an improvement of 1.1%.

Looking at the standard deviation, all augmentation meth-
ods yield a significant decrease. This means that the perfor-
mance of the trained model varies less on different validation
sets when using data augmentation, and that the models are
able to generalizes better, independently of the stable oper-
ation period. The best performance, with respect to AR𝜎 ,
was achieved by jittering which decreased the standard de-
viation by 5.2% compared to no augmentation, yielding a
standard deviation of 2.9%. Note, that ARt is only used to
validate the model’s generalization capabilities by testing
whether ARt is within AR` ± 2AR𝜎 .

CONCLUSION
In this paper, we investigated different techniques to im-

prove existing RF breakdown prediction models through
the use of data augmentation methods applied to time series
data from CERN’s XBOX2 test stand. We conclude that data
augmentation improves the standard deviation of our model
independent of the technique, making the used model more
robust and generic. The performance of the model, however,
only improve slightly dependent on the technique. The best
performance was achieved using the SMOTE method, keep-
ing the class weighting from the original study. SMOTE
improved the average model performance by 1.3% and de-
creased the standard deviation by 2.9%. The achieved results
provide new insights for the development of a proactive and
dynamic conditioning algorithm for CLIC RF cavities.
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